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Behavioural modelling of RF power amplifiers
using a time-domain characterization

approach

J. ORTALI 1, s. MONS !, T. REVEYRAND !, E. NGOYA ! AND C. MAZIERE 2

In this article, we discuss the behavioural modelling of the power amplifier (PA) for system-level simulations through
its most advanced approach, named TPM model, based on a simplification of the Volterra series following the method
of separation of the low and high frequency memory effects present in PA. The model, relying on frequency domain CW
characterization of the PA, shows a limitation when applied to high power radar applications, for which this article
investigates an alternate solution based on time-domain pulsed RF characterization.

Keywords: Power amplifiers, Computer Aided Design, Behavioural modelling

I. INTRODUCTION

The power amplifier (PA) is one of the essential com-
ponents impacting the performance of transceiver chains,
particularly in terms of linearity and energy efficiency. Its
design has given rise to a variety of architectures (Doherty,
LMBA, ...) and in the case of high power radar or telecom-
munication applications, a classic multistage tree structure
is usually considered.

PA modelling is an important research topic, especially
with the generalization of active antenna array systems
integrating tens or hundreds of power amplifier elements.
With these new systems, the common circuit simula-
tion tools, based on harmonic-balance (HB) or envelope-
transient (ET) engines, often offer very limited capac-
ity, due to prohibitive simulation cost and limited accu-
racy, especially with the large passive network modelling
through Electromagnetic analysis tools.

It becomes crucial to develop behavioural models that
can effectively reproduce the nonlinear and dispersive
effects of the PA within the high-power dynamics and large
bandwidths targeted in these applications [1-4]. Database
necessary for derivation of the behavioural model can
obtained either from circuit simulation or from physical
measurements of the device, depending on the operational
conditions. Of course, if conditions allow, a behavioural
model closest to device response will be obtained from
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physical measurements of the device, to avoid circuit simu-
lation accuracy limitations just mentioned. The behavioural
model (usually termed system-level model) speeds up the
system simulation by considering a system matrix reduced-
order block-box modelling approach.

System-level models, historically limited to unidi-
rectional block models, enable effective simulation of
large systems at reasonable computational cost. Recently,
some system-level simulation environments, such as the
VISION™ gsystem by AMCAD Engineering [5], offer
extensions allowing integration of bidirectional models to
account for load mismatch between blocks. The Volterra
series based, Two-Path Memory (TPM) model [6], devel-
oped at the University of Limoges, available in the VISION
tool, has proved to be one very interesting model for the
consideration of complex modulation signals in telecom-
munications and radar applications. However, the database
necessary for the derivation of the model requires measure-
ment of the device under continuous wave (CW) regime,
from linear to saturation region, which can be problem-
atic in the case of very high-power applications. Indeed,
self-heating effects can lead to destruction of the PA dur-
ing characterization. To try to overcome this problem, we
investigate in this article a new model identification prin-
ciple that requires PA characterizations under pulsed RF
regime.

In what follows, in Section II, we briefly recall the struc-
ture of TPM model; it states the principle of differentiated
identification of high-frequency (HF) and low-frequency
(LF) memory paths of PA device, and notice its funda-
mental limitation. Section III introduces and evaluates the
performance and limitations of the alternative approach
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to PA modelling, consisting in sensing the device out-
put in time domain with pulsed RF signals, rather than
in frequency domain with CW signals. Finally, Section
IV discusses the adaptation of the pulsed RF signal-based
model into the TPM model structure, where it will be spe-
cialized for the processing of LF memory path only. The
conclusion indicates the perspectives opened up by this
work.

II. TPM MODEL BRIEFS

A) TPM principle

The TPM model is derived from Volterra series model
simplifications [6]; it is broadly based on a differenti-
ated identification of nonlinear dynamics exhibiting short
time constants to that exhibiting longer time constants.
These are equivalently referred to as HF and LF memory
effects. The HF memory effects grossly exhibit time con-
stants in the order of the RF carrier period (e.g., due to RF
group delay of transistor, frequency dispersions of filters
and matching circuits, etc...), and conversely LF mem-
ory effects exhibit time constants much higher, in the order
of modulation signal speed (e.g., due to slow changes in
transistor self-bias point, self-heating temperature condi-
tions, electronic traps, etc...). The model block diagram
is therefore as sketched in Fig. 1, where each memory path
is represented by a different kernel.

To identify TPM model, it is necessary to perform
two series of device characterizations, in the frequency
domain, using elemental CW signals. The first series of
characterization is carried out driving the device with a
single-tone non-modulated CW carrier signal, i.e., 2(t) =
Xo.cos(2m. fy.t) ; it allows to identify the HF kernel of PA.

Then second characterization is carried out driving the
device with a low-index modulated CW carrier signal,
ie., x(t) = Xo.cos(2m. fo.t) + 6 X.cos(2m.(fo + 0 f).t +
dp) ; it allows to identify the LF kernel, as described [7].
The response of each path in the model (HF and LF paths)
expresses a Hammerstein model convolution integral:
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Extraction of TPM model consists, from the above mea-
surements, in identifying in the frequency domain, the two
transfer functions Hyp(Xo, f) and Hpp(Xo, f), corre-
sponding respectively to Fourier transforms of the two
time-domain kernels hpyp(Xo,7) and hyr(Xo,7) in the
above equations. To perform a complete characterization
of the PA it is necessary to sweep the signal amplitude X
over the entire power operating range of the PA, from the
linear to saturation region. Similarly, the carrier frequency
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Fig. 1. TPM model topology

fo as well as the modulation frequency J f must be swept
to cover operating bandwidth of the PA.

B) Fundamental limitation

As mentioned in the introduction, TPM model has shown
satisfactory modelling of RF PA response, regardless of
the modulation signal used, both on narrowband and wide-
band applications. However, a structural limitation of TPM
model arises from the fact that, as described above, the
measurements necessary for model identification need to
be carried out in CW regime, from linear to saturation
region. Indeed, in case of high-power applications, self-
heating of the PA can lead to its destruction in saturation
region. In the next section, we investigate the alternate
approach based on PA characterization in time-domain,
using pulsed RF excitation, offering possibility for self-
heating control by monitoring the pulse duration.

III. TIME-DOMAIN APPROACH: THE
NON-LINEAR IMPULSE RESPONSE
MODEL

A) Principle of the NIR model

The principle of PA modelling on the basis of time-domain
pulsed RF measurements has already been adopted in
the past, in several works, under designation Nonlinear
Impulse Response (NIR) model [8][9][10]. In this work,
we re-evaluate NIR principle, to investigate to what extent
it could be useful in solving the fundamental limitation of
TPM model indicated above.

Considering both the envelopes Z(t) and §(¢) of the
input and output signals to the PA, the simplest expression
of NIR model is given by the convolution integral below:

y<t>=/Omhufc(t—T>|,f@<t—7>m>.fc<t—r) dr @)

fa(t) = dwdit(t)

where |Z(¢)| and f3(t) are time-varying magnitude and
instantaneous frequency of the input envelope signal, and
the kernel h(|Z|, fz,7) stands for the nonlinear impulse
response of the device [4]. For sake of simplicity, we
may neglect dependence to instantaneous frequency and
impulse response reduces to a two-dimensional kernel in

(6).
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Fig. 2. Characterization stimulus for NIR model identification
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B) Construction of the non-linear impulse
response model

1) PA characterization principle

From the above equations, the optimal identification stim-
ulus of the PA impulse response is easily determined as a
unit time step function, as sketched in Fig. 2.

PA characterization for NIR model therefore requires
driving the device with a series of unit step signals (RF
pulses), Xg.cos(2m. fo.t).u(t). For complete characteriza-
tion, amplitude X of the pulse is swept to cover power
operating range (linear to saturation region) of the PA. The
corresponding step responses will then be used to identify
the nonlinear impulse response. This type of characteri-
zation could be carried out in measurement lab using an
equipment like VST (Vector Signal Transceiver) incorpo-
rating a VSG (Vector Signal Generator) and a VSA (Vector
Signal Analyzer) sharing the same local oscillator to ensure
the phase coherence of the input-output signals. In this arti-
cle focusing on evaluation of theoretical principles, we will
consider characterizing the PA only from circuit simulation
engine, using circuit-envelope tool in ADS simulator. For
illustration purpose, we show in Fig. 3, the characteristics
of a single-stage LDMOS PA, simulated with ADS circuit-
envelope. We observe the step responses, for RF pulses
applied at centre frequency fo = 830 MHz, of the PA. The
four pulse amplitudes considered cover the PA operating
region from 0.1 to 5.5 dB power Gain Compression (GC).
We may observe from the time slopes of the step responses
a shortest time-constant around 3 ns and a longest around
100 ns. It may be noted that, because the LDMOS transistor
model did not consider electrothermal and trapping effects,
the long-time-constant is only due to self-biasing effects.

2) Identifying the Nonlinear Impulse Response

As defined in equation (6), the impulse response, h( Xy, t),
of the PA is a function with two variables, amplitude, and
integration time, contained in the convolutional integral
giving rise to step response of the PA. There are different
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Fig. 3. Pulse responses of LDMOS PA (ADS circuit-envelope) at
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Fig. 4. NIR Model Topology

methodologies for identifying impulse response h(Xjy,t)
from the step response Y (X, t). Optimal methodologies,
minimizing the impact of inevitable measurement errors
ensuring good numerical stability to the model, assume
that response Y (Xy,t) can be expanded into a series of
separable basis functions in the dimensions X andt. Thus,

K
h(Xo,t) = Z Sk-ar(X0).Br(t)

k=1

)

This formulation infers that the model can be repre-
sented by a set of parallel Hammerstein models, as shown
in Fig. 4. Each branch consists of a static gain nonlin-
earity Si.ay(Xy), followed by a linear impulse response
filter S (t). This arrangement is particularly useful for
implementing the model in simulation environments.

From the above postulate, it follows that an optimal
expansion (i.e., minimal expansion size and orthogonal
basis functions ay, and i) can be obtained using the sin-
gular value decomposition (SVD) method, as described in
[6].

To do so, we form a two-dimensional matrix from
database of the PA step responses Y (Xom,tn); m =
1,....M;n=0,...,N —1,where M and N are respec-
tively the numbers of step amplitudes and time samples.
Applying SVD to the matrix we obtain the form

3
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K
t) = Sk.ar(Xo)rk(t)

k=1

Y(Xo, @®)

where we readily identify that basis functions 74 (t) in
(8) are the step responses corresponding to the desired filter
impulse responses S (t) in (7), i.e.:

/Bk

It is worth noticing that knowledge of the singular val-
ues of measurement database allows for an easy truncation
of the series in (7), that will determine the number of par-
allel channels in Hammerstein model. In practice, a 60 dB
relative threshold S /S; guaranties good accuracy to the
model, while filtering out major measurement errors.

€))

u(t—7)dr

3) Interpolation of the basis functions

It is important to note that the set of basis functions ay (Xo)
and [y (t) obtained from the procedure, are known only
at discrete points Xy, and ¢, of the two variables, cor-
responding to the set of measurement points. In order to
use the model under arbitrary excitation conditions, it is
necessary to interpolate the basis functions between the
measurement points. For reasons of robustness, interpo-
lation by cubic splines is usually recommended for static
nonlinearities cv,(Xo). For the impulse response of the fil-
ters, B (t), it is more appropriate to use rational function
interpolation; the most popular and effective method being
that Vector Fitting (VF) [11], briefly recalled. VF method
was initially developed for frequency domain identification
of linear transfer functions in the form:

Ch

n=1 n

It was later on extended to the direct time domain identi-
fication of linear impulse response, as Time-Domain Vector
Fitting (TD-VF) method [12]. Thus, if we reconsider the
pole relocation technique introduced in [11] into (10),

N
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Where C,, and a,, are the relocated poles and residues
of the original equation (10). Then considering from (10),
that the transfer function H (€2), is ratio of system output to
input spectrum, Y (2) and X (Q2), we get:

(S0l 72 +d) X(@) = (T, 58 +1) V(@) (12)

Applying inverse Laplace transform, we get the time
formula of TD-VF below:

Pulsed measurement
dataset : Y[X o, t,]

)
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Fig. 5. NIR model identification and implementation
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Finally, considering discrete integral over time in (14)
and (15), we obtain a linear system equation that can be
solved identically to original frequency domain VF method
[12]. As a summary the different stages of NIR model
identification and implementation are sketched in block
diagram below, Fig. 5.

Applying above NIR principles allows for PA mod-
elling using pulsed RF signals. This open up possibility to
overcome the problems for PA destruction by self-heating,
through adjustment of pulse duration.

C) Evaluation of the NIR model

We have applied the above methodology to the LDMOS
amplifier schematic indicated previously, and extracted the
corresponding NIR model. The model evaluation results
are shown in the figures below, for two different excitation
conditions; RF pulse response test and frequency domain
single-tone CW test. Fig. 6 shows response to the PA RF
pulse excitation, where we have varied the pulse ampli-
tude to cover 0 ~dB to 5 dB of gain compression range.
The carrier frequency is located at PA bandwidth centre
frequency, 830 MHz. We compared NIR model response
with ADS circuit-envelope simulation. We may observe
that NIR model can reproduce accurately enough the rising
front of the RF pulse response. However, it exhibits large
discrepancy on the falling edge, as the input amplitude
grows into gain compression region. This phenomenon is
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Fig. 6. Pulse response test — comparison: NIR model and ADS circuit-enve-
lope simulation

unfortunately a known characteristic of the Hammerstein
model, identified as symmetry of the response [10].

Fig. 7 shows single-tone CW gain of the PA, with input
power varied to cover a range from 0 dB to 5 dB of gain
compression, over a frequency bandwidth of 100 MHz
around 830 MHz centre frequency. NIR model matches
with ADS harmonic-balance (HB) simulation only at a very
small vicinity of the centre frequency. As we move from
centre, NIR model results are inconsistent.
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Fig. 7. CW response test — comparison: NIR model and ADS HB simulation

At first order analysis of NIR model shows that the poor
performance observed comes mainly from an intrinsic lim-
itation of its characterization and identification principle.
In fact, accuracy of NIR model is intrinsically limited by
the constraint on the pulse envelope sampling time step.
Indeed, the sampling time step for observing the enve-
lope signal cannot be less than half of the carrier period,
because this would lead to spectrum aliasing between har-
monics of the carrier frequency. In the present test case, the
time step cannot be less than 2/830 MHz = 2.5 ns. This
much large time step does not allow to effectively discrim-
inate between HF (short-term memory) and LF (long-term
memory) effects. Extensions of the NIR model have been
proposed in an attempt to improve its performance [13];
the most relevant approach being the one proposed in [10].
This proposes an identification of the core of the model

on the basis of a series of two-level RF pulses, instead
of single-level RF pulse we have used. A two-level pulse
provides more information on the nonlinear transitions on
rising and falling fronts, allowing to overcome the response
symmetry problem. However, this principle does not allow
us to overcome the limitation due to the sampling step
which impacts the model CW response. In addition, two-
level pulse characterization introduces significant measure-
ment complexity since the number of variables is increased
from two to three (the two pulse levels and observation
time). To conclude, we may nevertheless notice from pulse
response test, Fig. 6, that the long time-constants of the PA
are rather well reproduced by the NIR model on the rising
edge of the pulse. This is a good indication of NIR model’s
ability to accurately capture LF memory effects of the PA.
There in next section we consider a pragmatic solution to
consider a combination of the NIR model with the original
TPM model, where there is an explicit separation between
the HF and LF memory effects. Thus, in this combination,
NIR model will be specialized to capture only LF memory
effects, while HF memory effects continue to be character-
ized with conventional CW measurements, as described in
Section II.

IV. COMBINED TPM AND NIR MODELS

A) TPM-NIR model principal

The combined TPM-NIR model has a structure identical
to the original TPM model, Fig. 8, presented in Section
II. The only difference lies in the methodology for iden-
tification of the LF memory kernel. We will not delve to
the principle for HF model kernel identification, which is
extensively described in previous work [6, 13]. This is, sim-
ilarly to above description of NIR principles, based on SVD
decomposition, and two-way interpolation scheme (cubic
splines for input amplitude and VF for CW frequency) of
the CW measurement database.

(1) Fur) N, YO

HF memory

LF-NIR memory

Vir(t) e

[z

Fig. 8. TPM-NIR Model Topology

Output signal g,z (t) of the LF-NIR path is expressed
exactly as in equation (3) of the original TPM model,
Section-II. In order to identify kernel of the LF-NIR path,
it is essential to isolate the step response ¢, r(t) resulting
from its output, when the PA is excited by an RF pulse. To
do this, we start by identifying the model of the HF path, as
indicated in Section-II, using the CW characteristics. Then,
in a second stage, we characterize the PA, as described in
the previous section, using RF pulses. A simple analysis
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of the TPM-NIR block diagram shows that we can eas-
ily isolate the step response of LF memory path output as
below:

9(t) = gurt). (1 +gLr(t)) (16)
) O
brr(t) = Grr(t) ! a7

Knowing model of HF memory path, we can then con-
struct corresponding measurement database as seen from
LF memory path output. Finally, we can reapply the
methodology of previous section to identify kernel of the
LF memory path.

For illustration, we have applied above process to the
previous LDMOS PA circuit, from which we obtain the
characteristics shown in Fig. 9 and Fig. 10. Fig. 9 shows
superposition of total PA circuit step response and LF
memory path step response, for various values of gain com-
pression. Fig. 10 shows the corresponding step response as
seen at the output of the LF memory path. We can then dis-
tinctly observe differences in time-constants between HF
and LF memory paths.
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Fig. 9. Total PA pulse response 4 (t), HF memory path pulse response 9 (t)
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Fig. 10. LF memory path pulse response g, 7 (t)

B) Evaluation of the TPM-NIR model

From the above methodology, we have extracted the TPM-
NIR model of the PA. The kernel of each memory path
has been represented by a parallel Hammerstein model.
SVD expansion method allowed to select 3 parallel chan-
nels for each memory path. A convenient number of poles
was found to be 3 for the HF kernel and 5 for the LF kernel.
An evaluation of the model performance is given below for
different excitation stimuli, with comparison between the
original TPM model, extended TPM-NIR model and ADS
circuit simulations.

1) RF Pulse response
The Fig. 11 shows the comparison of the pulse responses
of the NIR and TPM-NIR models with the circuit-envelope
simulation, for varying gain compression level. A good
TPM-NIR prediction can be observed on both rising and
falling fronts of the pulse, all over gain compression range.
The response symmetry observed with the integral NIR
model has been resolved. We may nevertheless notice
small mismatch with ADS circuit-envelope simulations on
both fronts, which are rather attributed to an inaccuracy
of the circuit-envelope simulation due to the limitation of
envelope sampling time step already mentioned.
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Fig. 11. Pulse response test — comparison: NIR, TPM-NIR model and ADS
circuit-envelope simulation

2) Single-tone CW response

Fig. 12 compares single-tone CW of the PA, from TPM,
TPM-NIR model and ADS circuit simulation, for vary-
ing PA gain compression in 100 MHz bandwidth. We can
observe a perfect agreement on these CW characteristics.

3) Third order intermodulation distortion
(IMD3)

The PA has been simulated using an equal-amplitude two-
tone excitation. The two tone are placed at equal distance
from bandwidth centre 830 MHz. Ratios of IMD3 have
been recorded for varying input tone power, from 0 to 5
dB gain compression, and two-tone distance from 1 MHz
to 25 MHz. The results are presented on the Fig. 13 and
Fig. 14, for the left and right carrier to IMD?3 ratios (C/I13),
respectively, with a comparison between original TPM,
TPM-NIR model and ADS circuit simulation.
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Fig. 12. CW response test — comparison: TPM-NIR model and ADS HB
simulation

Large left and right IMD asymmetry as well as impor-
tant resonances are observed on the characteristics, indicat-
ing presence of strong LF memory effects in the PA.

The results of the TPM-NIR model, as well as the origi-
nal TPM model, are not in perfect agreement with the ADS
simulation, but the overall variation trend against tone dis-
tance and input power is obtained. It should be noted that
two-tone IMD3 response, because of the resonance phe-
nomena taking place, is the most difficult test to satisfy for
a behavioral model, which in its globalizing concept aims
to reproduce the average dynamics.
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Fig. 13. Right C/I3- Comparison: TPM, TPM-NIR models and ADS simula-
tion

4) Modulated signal test

The last test concerns a 16-QAM modulation signal of 20
MHz bandwidth. In Fig. 15, Fig. 16 and Fig. 17 below, we
present power spectrum of the output signal for 3 average
power levels (Pin), corresponding to a peak gain compres-
sion level peak GC = 0.1 dB, 1.1 dB, 3.5 dB, respectively.
The corresponding average output powers are also indi-
cated on the figures. The figures compare the results of
the two TPM models with the ADS simulation. As in the
previous IMD3 figures, we observe a large left to right
asymmetry of power spectral regrowth. The performance of
the two TPM models is equivalent and in good agreement

60 T T T T
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50 --TPM-NIR model

»
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Fig. 14. Left C/I3- Comparison: TPM, TPM-NIR models and ADS simulation

with the ADS simulation. Computational time comparisons
between models and ADS simulation in a ratio greater than
100.
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Fig. 15. Output power spectrum 16-QAM, BW = 20 MHz, P;,, = 5dBm
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Fig. 16. Output power spectrum 16-QAM, BW = 20 MHz, P;,, = 16 dBm
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Fig. 17. Output power spectrum 16-QAM, BW = 20 MHz, P;,, = 20dBm

V. CONCLUSION

System-level modelling of PA in RF communication chains
is essential in order to reduce simulation and design times.
In this context, TPM model has demonstrated good perfor-
mance both in computation time and prediction accuracy
of PA in various architectures and technologies, whether
on telecom or radar applications. However, its usage for
very high-powerapplications is often problematic because
it is not possible to characterize the PA in the saturated CW
regime, at risk of damage due to self-heating effect.

In this paper we have presented an alternate approach to
original TPM model based on a characterization of the PA
in pulsed RF regime, which would potentially allow con-
trol heating of the PA by monitoring pulse duration. The
resulting model, known as the nonlinear impulse response
(NIR) model, unfortunately showed limited performance
in considering combined effects of HF and LF memory.
Subsequently, we combined the NIR model principles and
original TPM model in an association, called the TPM-NIR
model, in which the NIR model considers only the effects
of LF memory. This combination has given satisfactory
prediction results on the various test signals we considered.
However, the fact that the TPM-NIR model association
continues to include an HF memory path whose charac-
terization requires measurements in the CW regime, does
not solve the problem of destructive measurements posed
in the beginning. Nevertheless, in view of the good results
of the TPM-NIR model, a more in-depth study indicates
that it would be possible to obtain the CW characteris-
tics, other than by direct measurements in the CW regime.
Indeed, the analysis of the results in Figure 5 shows that it
would be possible to obtain the CW characteristics of the
PA from an extrapolation of NIR model response. In this
perspective, all the measurements required for the TPM-
NIR model could be done in pulsed RF regime. Therefore,
the perspective opened up by this work is twofold: inves-
tigate model identification of the HF memory path on the
basis of pulsed RF measurements and to experiment trans-
position to a VST-type physical bench of the principles so
far developed on the basis of circuit simulations.
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